Topic 5 — Characterizing Data Groups

Topic 5

Characterizing

5.1 Calculating Field Similarity

How often have you seen a precision agriculture
presenter “lasso” a portion of a map with alaser
pointer and boldly state “...see how similar this
areaisto thelocations over here and here...” as
the pointer rapidly moves about the map. More

often than not, there
isaseries of side-
by-side maps
serving asthe
background scenery
for the laser show.

But just how similar
isonefield location
to another? Really
similar or just a
little bit similar?
And just how
dissimilar are all of
the other areas?
While visceral
analysis can
identify broad
relationships it
takes a quantitative
map anaysis
approach to handle
the detailed scrutiny
demanded by site-
specific
management.
Consider the three

maps shown in
figure 5-1— what
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Figure 5-1. Map surfaces identifying the spatial
distribution of P,K and N throughout a field.

areas identify similar data patterns? If you focus
your attention on alocation in the southeastern
portion how similar are all of the other locations?

The answers to these questions are far too
complex for visual analysis and certainly beyond
the geo-query and display procedures of standard
desktop mapping packages. The datain the
exampl e shows the relative amounts of
phosphorous, potassium and nitrogen
distributions throughout the case study field.

Phosphorous (P)

Data Groups

In visual analysis you move your focus among the
maps to summarize the color assignments at different
locations. The difficulty in this approach is two-
fold— remembering the color patterns and
calculating the difference.

Quantitative map
analysis does the same
thing except it usesthe
actual map valuesin
place of colors. In
addition, the computer
doesn't tire as easily as
you and completes the
comparison for al of
the locations
throughout the map
window (3,289 grid
cellsin thisexample) in
a couple seconds.

The upper-left portion
of figure 5-2illustrates
capturing the data
patterns of two
locations for
_ comparison. The “data
: spear” at map location
45column, 18row
: identifies the P-level as
2 11.0, theK-level as
e 177.0 and N-level as
32.9ppm. Thisstepis
anal ogous to your eye
noting a color pattern of
burnt-red, dark-orange
and light-green. The other location for comparison
(32c, 62r) has a data pattern of P=53.2, K= 412.0 and
N=27.9 ...or asyour eye sees it, a color pattern of
dark-green, dark-green and yellow.
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Theright side of figure 5-2 conceptually depicts how
the computer calculates a similarity value for the two
response patterns. The realization that mapped data
can be expressed in both geographic space and data
space is key to understanding quantitative analysis
similarity.

Analyzing Precision Ag Data

33



Geographic space uses coordinates, such latitude

and longitude,
to locate things
inthered
world—such
asthe
southeast and
extreme north
points
identified in
the example
field. The
geographic
expression of
the complete
Set of
measurements
depicts their
spatial

2020 452, 16¢

while high, high, high isin the upper-right corner of

Dafa Space = relative numerical

position of measurements

numerical distribution

Geographic
5paae = relative
spatial position of
measurements
spatial distribution

17
mparison point
R p—

distribution in P
familiar map

form.

Figure 5-2. Conceptually linking geographic space
and data space.

Data space, on

the other hand,

isahbit lessfamiliar. While you can't stroll
through data space you can conceptualize it as a
box with a bunch of balls floating within it. In
the example, the three axes defining the extent of
the box correspond to the P, K and N levels
measured in thefield. The floating balls
represent grid locations defining the geographic
space—one for each grid cell. The coordinates
locating the floating balls extend from the data
axes—11.0,

the box. Pointsthat plot in data space close to each

other are similar;
those that plot
farther away are
lesssimilar.

In the example, the
floating ball closest
to you isleast
similar (greatest
distance) from the
comparison point.
This distance
becomes the
reference for “most
different” and sets
the bottom value of
the similarity scale
(0% similar). A
point with an
identical data
pattern plots at
exactly the same
position in data
spaceresultingin a

data distance of O that equates to the highest

similarity value (100% similar).

The similarity map shown in figure 5-3 applies the
similarity scale to the data distances cal cul ated
between the comparison point and all of the other
pointsin data space. The green tones indicate field
locations with fairly similar P, K and N levelsto the
comparison location in the field—with the darkest

cesa, F2002r = 532, 412.0, 21.92 0%

...least similar point

177.0 and 32.9  RELATE ((P_Fall_1996, 1, 11.0)

for the WITH (K_Fall_1996, 1, 177.0),
(Total_Nitrogen__Fall_1996, 1, 32.9)

comparison FOR PKN_Similarity

point. The A ——

other point has R — B

considerably = =

higher values o ——

inPand K ey ——

with dlightly —' llllllll —

lower N : T

(Val ues 53.2, Do | e |

412.0, 27.9

respectively)

soit plotsat a

different

100

...comparison point
45¢,18r = i1.0, 1770, 32.9

Figure 5-3. A similarity map identifies how related locations are to

location in data space.

The bottom line for data space analysisis that the
position of a point identifies its numerical
pattern—Ilow, low, low in the back-left corner,

a given point.

PKN_ Similarity

0-100 percent similar

green identifying
locations with
identical P, K and N
levels (100%
similar). Itis
interesting to note
that most of the very
similar locations are
in the western
portion of the field.
The light-green to
red tones indicate
increasing dissimilar
aress.

A similarity map

can be an invaluable tool for investigating spatial
patterns in any complex set of mapped data. The

calculation of similarity can handle any number of

input maps, yet humans are unable to conceptualize

more than three variables (the data space box). Also,



the different map layers can be weighted to measurements occur (regardless where they occur).
reflect relative importance in determining overall

similarity. The top-left portion of the figure shows a 2D/3D map
display of the relative amount of phosphorous (P)

In effect, asimilarity map replaces alot of laser- within afarmer’sfield. Note the spikes of high

pointer waving and subjective suggestions of measurements along the edge of thefield, with a

similar/dissimilar areas with a concrete, particularly big spike in the north portion.

guantitative measurement at each map location.

The technique moves map analysis well beyond The histogram to the right of the map display depicts

theold” ...I'd never have seen, it if | hadn’t adifferent perspective of the data. Rather than

believed it...” mode of visual map interpretation. positioning the measurements in geographic space it
summarizes their relative frequency of occurrencein

5.2 Identifying Data Zones data space. The X-axis of the graph corresponds to
the Z-axis of the map—amount of phosphorous. In

Last section introduced the concept of Data this case, the spikes in the graph indicate

Distance as a means to measure similarity within measurements that occur more frequently. Note the

amap. One simply mouse-clicks alocation and high occurrence of phosphorous values around

all of the other locations are assigned a similarity 11ppm.

valuefromO

(zero percent . Phosphorous (P) The top-right

similar)to 100 |, 4ied A || Mean= 13.40 portion of the

(identical) “Lovehe ot figure puts the data

based on a set beveh. 8320 and geographic

of specified H H space link to use.

map layers. ol H L i e The shaded areain

The statistic the histogram view

replaces identifiesfield

difficult visual Data Space phosphorous values

interpretation that are unusually

of map Potassium (K) high—more than

displays with one standard

anexact = jiltemes. . 5| Al deviation above the

quantitative e mean. This

measure at statistical cutoff is

each location. used to isolate

locations of high

An extension concentrations as

to the shown in the map

technique Figure 5-4. ldentifying areas of unusually high measurements. ontheright. The

allows you to procedureis

circle an area then compute similarity based on repeated for the potassium (K) map surface to

the typical data pattern within the delineated identify its locations of unusually high

area. Inthisinstance, the computer calculates measurements.

the average value within the area for each map

layer to establish the comparison data pattern, Figure 5-5 illustrates combining the P and K data to

and then determines the normalized data distance locate areas in the field that have high measurements

for each map location. Theresultisamap in both. The graphic on the left is termed a scatter

showing how similar things are to the area of diagram or plot. It graphically summarizes the joint

interest. occurrence of both sets of mapped data.

The link between Geographic Space and Data Each ball in the scatter plot schematically represents

Spaceiskey. Asshown in figure 5-4, spatial alocation in thefield. Itsposition in the plot

data can be viewed as a map or a histogram. identifies the P and K measurements at that location.

While a map shows us “whereiswhat,” a The balls plotting in the shaded area of the diagram

histogram summarizes “how often” identify field locations that have both high P and high

K. The upper-left partition identifies joint conditions



in which neither P nor K are high. The off-
diagonal partitions in the scatter plot identify

locations that
arehighin one
nutrient but not
the other.

The digned
maps in the
right inset
show the
geographic
solution for
areas that are
high in both of
the soil
nutrients. A
simple map-
ematical way
to generate the
solutionisto
assign1toall

Data Space -

relative numerical

position of
measurements 1 l

+5tDev= 41.5

Level,, = 2085
Level,, = 4120

However amap-ematical trick was employed to get
the detailed map solution shown in the figure. On the

Potassium (K)

Mean= 1670

locations of high valuesin the P and K map
layers (bight green). Zero isassigned to

locations that aren’t high (light gray). When the
two binary maps (0/1) are multiplied, a zero on

High_P
kﬂ -
y -

individual maps,
high areas were set
toP=1,K=2and
N= 4, then the maps
were added
together.

Theresult isarange
of coincidence
values from zero
(0+0+0= 0; gray=

e no high areas) to
g seven (1+2+4=T7,
B Geographic Space — red=high P, high K,
E relative spatial position of hl gh N) The map
measurements vaues in between
identify the map
Figure 5-5 Identifying joint coincidence in both data and |layers having high
geographic space. values. For
example, the yellow
areas with the value 3 have high P and K but not N
(1+2+0= 3).

either map computes to zero.

Locations
that are high
on both maps
equateto 1
(1*1=1). In
effect, this
“level-dice”
technique
maps any
data pattern
you
specify—just
assign1to
the data
interval of
interest for
each map
variable.

Figure 5-6
depictslevel
dicing for

If four or more maps are combined, the areas of
interest are assigned increasing binary progression

Data Space
...identifies
combinations of
selected measurements
(high P, K, and N levels)

...common "data zones” can be
mapped by identifying specific levels :

of each mapped variable

Geographic Space
...locates combinations of
selected measurements
(high P, K, and N levels)

THighP, K& N
6 HighK &N i
5HighP &H
4High M

3IHighP &K

2 High K

1 High P
0

Figure 5-6. Level-dice classification using three map variables.

areas that are unusually highin P, K and N
(nitrogen). In thisinstance the data pattern

coincidenceis abox in 3-dimensional scatter plot

space.

next section.

5.3 Mapping Data Clusters

values(...8, 16,
32, etc)—the sum
will aways
uniquely identify
the combinations.

While level-
dicingisn’'t avery
sophisticated
classifier, it does
illustrate the
useful link
between data
space and
geographic space.
This fundamental
concept formsthe
basis for most
geo-statistical
analysis—
including map
clustering
discussed in the



Topic 5 — Characterizing Data Groups

The last couple of sections have focused on
analyzing data similarities within a stack of

Figure 5-7 shows some examples derived from Map

maps. The Clustering. The
first “floating” map
technique, layers on the left
termed Map show the input map
Similarity, stack used for the
generatesa cluster analysis. The
map showing Three Clusers maps are the same P,
how similar Four Clusters K, and N maps

al other - identifying
areasareto a 0 Clasors phosphorous,
selected potassium and
location. A nitrogen levels

user simply = o throughout a
clickson an cornfield that were
areaand all Figure 5-7. Examples of map clustering. used for the

other map examplesin the
locations are previous sections.

assigned a value from 0 (0% similar—as
different as you can get) to 100 (100% similar—
exactly the same data pattern).

The other technique, Level Slicing, enables a
user to specify adatarange of interest for each
map in the stack then generates a map
identifying the locations meeting the criteria.
Level Slice output identifies combinations of the
criteria met—from only one criterion (and which
oneit is), to those locations where all of the
criteria are met.

The map in the center of the figure shows the results
of classifying the P, K and N map stack into two
clusters. The data pattern for each cell location is
used to partition the field into two groups that are 1)
as different as possible between groups and 2) as
similar as possible within a group. If al went well,
any other division of the field into two groups would
be worse at balancing the two criteria.

The two smaller maps at the right show the division
of the data set into three and four clusters. Inall
three of the cluster maps, red is assigned to the

While both of cluster with

these techniques N ‘ ! + Data Space relatively low
e T o oo md
examining : o Lo o o _ green to t_he one
Span a . ., :»—:————"____/_._\ Relatively high res.ponses inP, KandN with rel aany

rel ationshi pS, . @ -‘:___.__Q_____;__o—._—————. Relatively low responses in P, K and N h|gh reSpon%.
they require the ° ot s 9@ Lk Note the

user to specify o fovei o P i encroachment on
dataanalysis 9 o, e ° these marginal
parameters. But @ o groups by the
what if you B ' added clusters that
don’t know are formed by data
what Level ..."data clusters” can be mapped by patterns at the
Sliceintervals ge;‘:’?,’fzfsg’”"P‘ of neighboring boundaries.

to use or which

locationsin the Geographic Space —~

The mechanics of

field warrant ...maps the locations of common — generatl ng cluster
Map Similarity data patterns (clusters) — maps are quite
investigation? simple. Just

Can the Figure 5-8. Data patterns for map locations are depicted as specify the input
computer on its floating ballsin data space. maps and the

own identify number of clusters

groups of similar data? How would such a
classification work? How well would it work?

you want then miraculously a map appears with
discrete data groupings. So how is this miracle
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performed? What happensinside cluster’s black

box?

The schematic in figure 5-8 depicts the process.
The floating balls identify the data patterns for

each map
location
(geographic
space) plotted
against the P,
K and N axes
(data space).
For example,
the large green
ball appearing
closest to you
depictsa
location with
high values on
all three input
maps. Thetiny
red ball in the
opposite corner
(near the plot
origin) depicts
amap location

with small map values. It seems sensible that
these two extreme responses would belong to

rous (P)

Figure 5-9. Clustering results can be roughly evaluated using basic

different data groupings.

Data Summary for Two Clusters
Avg StDev  Min Max
Cluster1
] P 12.7 43 5.0 32.7
K 156.0 189 95.2 1740
N 204 53 6.3 398
Cluster2
P 14.6 6.2 42 53.2
K 207.0 329 1730 4120
N 29.0 5.9 11.6 52.8
P (Phosphoreis) o 00 K (Porassium)
mm
o &

...summary statistics describe how

separate and distinct the data clusters are.

. N (NVitrogen)

Clustar Number

statistics.

While the specific algorithm used in clustering is
beyond the scope of this discussion*, it suffices
to note that data distances between the floating
balls are used to identify cluster membership—
groups of ballsthat are relatively far from other
groups and relatively close to each other form

Separate data
clusters. Inthis
example, the red
balls identify
relatively low
responses while
green ones have
relatively high
responses. The
geographic
pattern of the
classificationis
shown in the 2D
map in the
lower right
portion of the
figure.

Identifying
groups of

Analysis Frame ‘I'

X= fcol, Y= 28row

Map Variables

Yield= 113.7

P=163

Select map layers

Pr——

Standard Comma Separated Variable File (CSV)

=
e
x|

Kﬂ’“@

N=18.0

Grid values— Table record

...the map values at each cell location
in the analysis frame form a single
record (row) in the export table and
easily imported into other software
packages for further data analysis

Figure 5-10. The map values at each grid location form a single

name output file

import C5V table into other
data analysis packages

Excel Workbook (XLS)

record in the exported table.

neighboring data points to form clusters can be tricky
business. Ideally, the clusterswill form distinct
“clouds’ in data space. But that rarely happens and
the clustering technique has to enforce decision rules
that slice a boundary between nearly identical

responses. Also,
extended techniques
can be used to
impose weighted
boundaries based on
data trends or

expert knowledge.
Treatment of
categorical dataand
leveraging spatial
autocorrelation are
additional
considerations.

So how do know if
the clustering
results are
acceptable? Most
statisticians would
respond, “...you
can't tell for sure.”

While there are some elaborate procedures focusing
on the cluster assignments at the boundaries, the most
frequently used benchmarks use standard statistical
indices.

Figure 5-9 shows the performance table and box-and-
whisker plots for the map containing two data
clusters. The average, standard deviation, minimum
and maximum values within each cluster are
calculated. Idedly the averages between the two

clusters would be
radically different
and the standard
deviations small—
large difference
between groups
and small
differences within
groups.

Box-and-whisker
plots enable usto
visualize these
differences. The
box is centered on
the average
(position) and
extends above and
below one
standard deviation



(width) with the whiskers drawn to the minimum
and maximum vaues to provide avisual sense of
the datarange. When the diagrams for the two
clusters overlap, as they do for the phosphorous
responses, it tells usthat the clusters aren’t very
distinct along this axis.

The separation between the boxes for the K and
N axes suggests greater distinction between the
clusters. Given the results a practical precision
farmer would likely accept the classification
results... and statisticians hopefully will accept
in advance my apologies for such aintroductory
and terse treatment of a complex topic.

5.4 Exporting Mapped Data

Figure 5-10 shows the procedure for exporting a
standard comma separated variable (CSV) file
with each record containing the selected data for
asinglegrid cell. The user selects the map
layers for export and specifies the name of the
output file. The computer accesses the data and
constructs a standard text line with commas
separating each datavalue. Note that the
column, row of the analysis frame and its
latitude, longitude earth poison is contained in
each record. In the example, the export fileis
brought into Excel for further processing.
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Figure 5-11. Mapped data can be
imported into standard statistical packages
for further analysis.

Figure 5-11 shows the agricultural dataimported
into the IMP statistical package (by SAS). Area
(1) shows the histograms and descriptive
statistics for the P, K and N map layers shown in
figure 5-10. Area(2) isa“spinning 3D plot” of
the data that you can rotate to graphically
visualize the 3D data space of the map layers.

Area (3) shows the results of applying amultiple
linear regression model to predict crop yield from the
soil nutrient maps. These are but afew of the tools
beyond mapping that are available through data
exchange between GIS and traditional spreadsheet,
database and statistical packages—a perspective that
integrates maps with other technologies.

Modern statistical packages like IMP “aren’t your
father's’ stat experience and are fully interactive with
point-n-click graphical interfaces and wizards to
guide you through appropriate analyses. The
analytical tools, tables and displays provide awhole
new view of traditional mapped data. While amap
picture might be worth a thousand words, a gigabyte
or so of digital map datais awhole revelation and
foothold for site-specific decisions.

* See www.innovativegis.com/basis/pfprimer/, an online book
entitled Precision Farming Primer, Topic 4 Mapped Data Analysis
Among Several Maps, Section 6 “Clustering Map Data” for further
discussion of the clustering agorithm.

5.5 Exercises

Access MapCalc using the Agdata.rgs data set by
selecting Starta Programsa MapCalc Learner&
MapCalc L earner & Open existing map seta
PA_AgData.rgs. Thefollowing set of exercises
utilizes this database.

5.5.1 Characterizing Map Similarity

Based on your previous experience in map analysis
create amap of total nitrogen for the 1997 period by
summing...

1997 _Fall_NH4N
+ 1997 Fall NO3N
1997_Fall_TotalN  Hint: Calculate command.

Based on your previous experience in displaying
maps generate the following side-by-side 2D and 3D
displays of the 1997 _Fall_P, 1997 Fall_K and
1997 Fall_TotalN maps...


www.innovativegis.com/basis/pfprimer/

=1l x] AT e
1997_Fall_TotaiN|

Hint: Use the View button (binocular icon) to clone the P, K
and TotalN maps. Use the 3D Toggle button to switch to 3D
display for the cloned map displays. Click ontheTitle
Vertically button and click/drag to arrange the six displays.

Make a mental note of any similaritiesin the P,
K, and TotalN levelsin the graphica displays.
For example you might “see” generally low
valuesfor al three nutrients occurring in the
northeastern portion of the field.

Maximize the 1997_Fall_P window, press the
Use Cells button to switch to grid display format
and then press the Layer Mesh button to turn on
the analysis grid for reference. Move the cursor
to the field location Column=8, row= 24 using
the coordinate reference in lower |eft corner of
the screen. Double-click at this|ocation and note
the 1997 Fall_P, K and _TotalN values—96.5,
160, and 32.4, respectivel y—that represent the
“data pattern” for the location.

Press the Map Analysis button to access
the analytical operations, select Statisticsaa
Relate and complete the dialog box shown
below to generate a similarity map to the data
pattern at field location column=8, row=24.

Felate Map 1937_Fal_P -
| —
Comparison’ Val 965
Wwith Map. |
‘Weight 1
Comparison’ Val
(1997_Fall_K. 1. 160.0)
Add (1997_Fall_TotalN, 1. 32.4]
Del
For  [PKM_smiaiy B
T e ST T
[1997_Fal_TotalN, 1, 32.4) FOR PKN_similarity
o) =) BB el ATE (1997 Fall P, 1
((1997_Fall_P, 1,

96.5) WITH (1997_Fall_K, 1, 160.0), (1997 Fall_TotalN, 1,
32.4) FOR PKN_similarity

The resulting map shows how similar (red= low
to green= highly similar) all map locations are to
the data pattern that was entered—the western

portion of the field has the most similar data patterns.

PETTEHY

Select Map Analysisax Reclassifya Renumber and
complete the following dialog box to isolate the
locations that are very different (0-10 percent similar)
and are very similar (90-100 percent similar).

Renumber PKN_similarity -

New Value
0ldValue
0ld Uppeivalue

“ASSIGNING 010 10 THRU 90
Add ASSIGNING 170 0 THRU 10
‘ASSIGNING 270 50 THRU 101

ok | Concel | el

RENUMBER PKN_similarity
ASSIGNING 0 TO 10 THRU 90 ASSGNING 1 TO 0 THRU 10
ASSIGNING 2 TO 90 THRU 100 FOR PKN_similarity LowHigh

PN_similtarty_LowHigh]

P

P, K and N conditions are very different in the
northeast portion of the field with very similar
location localized around the comparison location.

Repeat the similarity analysis but this time weighting
the TotalN levels as five times more important in
determining similarity than P and K levels...

1997 _Fall_Pweight=1

1997 Fall_K weight=1

1997 Fal_TotalN weight=5

...to generate a weighted similarity map—



PKN_similarity_weighted|

...and amap isolating Low/High similarity—

PKN_similarity_weighted_LowHigh|

Did the change in relative weighting of the data
pattern make a significant differencein the
similarity maps produced? How could you
quantify the difference (Hint: see Topic 3,
Comparing Mapped Data)?

On your own, generate another similarity
analysis (map variable weights= 1) using the
normalized density vegetation index (NDV1)
map Series...
2000 _Image 7_21 NDVI
2000_Image 8 10 NDVI
2000_Image 8 30 NDVI
...at field location column=38, row=51.
Complete the analysis by identifying the portions
of thefield that have very different and very
similar data patterns.

czmpvdeg

5.5.2 Identifying Data Zones

Display the 1997 Fall_P map, pressthe

Shading Manager button and select the Statistics
tab.

1997_Fall_P|

Note that the Mean value of phosphorous is 22.4ppm
with a standard deviation of 15.5ppm. The cutoff for
unusually high levels of phosphorousis 37.9ppm
(22.4 + 15.5).

Select Map Analysisax Reclassifya
Renumber to generate a binary map of unusually
high 1997_Fall_P levels by completing the following.

Renumber (]
Renumber 1337 _Fal_P ]

New Value
0ldValue
0ld Uppeivalue

“ASSIGNING 010 0 THAU 376
Add ASSIGNING 170 37.9 THRU 1
Del

For 1987_P_high -

FENUMBER 1997_Fal P ASSIGNING 070 0 THAU
37.9 ASSIGNING 1 T0 37.9 THRU 1000 FOR
1357_P_high

ok | Concel | el

RENUMBER 1997 Fall_P
ASSIGNING 0 TO 0 THRU 37.9 ASSIGNING 1 TO 37.9 THRU
1000 FOR 1997 P_high

Repesat the same processing to isolate the areas of
high K levelsin fall 1997 as 2 and high TotalN levels
as4.

oL [ ERIATT]

1997_P_high| 1997_K_high| 1997_TotalN_high|

Select Map Analysisa Overlaya Calculate and
add the three binary maps together.
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1997_PKN_high|

The summed values identify unique
combinations of the three maps—

7=High P, high K, high N
6= Low P, high K, high N
5= High P, low K, high N
4=Low P, low, K, high N
3=High P, highK, low N
2=Low P, highK, low N
1=High P, low K, low N
0= Low P, lowK, low N

Most of the field (71% grey) does not contain
areas with unusually high levels of nutrients.
Note that most of the high nutrient coincidence
occurs in the western half of the field. How
might you use this information in planning a site-
specific fertilization program?

5.5.3 Mapping Data Clusters

The Cluster command can be used to partition
the field into inherent data pattern groups.
Relative positioning in data space determines the
membership of the clusters. Generate atwo-
cluster grouping of the field using the 1997 _ Fall
P, K and N maps by selecting Map Analysisa
Statisticsaa Cluster and entering—

1957_Fal K.
Add 1997_Fal_Total
Del

Using 2 -
Fa Cluster2_PKN =

CLUSTER 1997_Fal_P WITH 1997_Fall K.
1997_Fall_TatalN USING 2 FOR Cluster2 PKN

oK | Cancel | Help |

CLUSTER 1997 _Fall_PWITH
1997 Fall_K, 1997 Fall_TotalN USING 2 FOR
Cluster2_ PKN

Use the “Data Drill-down” feature (double-click on
the Cluster2_PKN map) and note how the P, K and N
values change within the two clusters by moving the
cursor around the map. What was the typical range
of Pvaluesfor Cluster 1? For cluster 2?

Cluster2_PKN|

Select Map Analysisa Overlaya Composite ...

[
Compasie Cluster2_PEN ha
with 1957_Fal_P -

Select
@ fyeiage O Median

" Stdev  Majority

" Coff ' Minority
o Total  Diversity
€ Masimum € Deviation

o Mirimum ¢ Proportion

Ignore PHAP_NULL -
For Cluster2_avaP -

[COMPOSITE Cluster?_PKH WITH 1397_Fall_P
|éwerane IGNORE PMAP_NULL FOR Cluster?_avaP

o« ) o= ] EE | coMPOSITE Cluster2 PKN WITH
1997 Fall_P Average IGNORE PMAP_NULL FOR
Cluster2_avgP

... to calculate the average P value for both clusters.
Repeat the procedure to calculate the standard
deviation in phosphorous levels in both clusters.
Based on the avgP and stdP resultsisthere a
“substantial” difference between the two clustersin
their phosphorous levels? Hint: avg + std ranges
should not overlap very much.

Note the careful use of the word “substantial”
difference as the simple range test does not allow the
statement that thereis or isn't a statistical
“dignificant” difference. A statistical test, such asan
T-test or F-test, between the two data groups would
be required (see Appendix B, Exchanging Data With
MapCalc for procedures to export the data for further
statistical testing in Excel or other system).



Repeat the analysisfor the K and N levelsin the
two clusters. Isthere a“substantial” difference

in the levels within the two clusters for either of

these nutrients?

Now create cluster maps containing three and
four clusters—

CLUSTER 1997 Fall_PWITH 1997 Fall_K,
1997 Fall_TotaN USING 3 FOR Cluster3 PKN

CLUSTER 1997 Fall_PWITH 1997 Fall_K,
1997 Fall_TotaN USING 4 FOR Cluster4 PKN

Bl PTGt
Cluster2_PKN| Cluster3_PKN| Clusterd_PKNi
| -
‘.‘
_——
2 Cluster 2 2 | — ) -

—See any consistency in the partitioning as the
number of clusters gets larger?

Use the Composite command to calculate the
average yield within each of the four clusters
depicted on the Cluster4 PKN map.

COMPOSITE Cluster4 PKN WITH 1997_Yield_Volume
Average IGNORE PMAP_NULL FOR Cluster4_avgY

Does there appear to be a progression in the
average yield among the four clusters?

Repeat the processing to determine the average
yield within the clusters on the Cluster3_PKN
and Cluster2 PKN maps. Can you discern any
consistent patternsin the results?

5.5.4 Exporting Data for Further Analysis

Export Layers

Select layer(s) to expont |

] Veris_Shallow_Conductivity -

[ Weris_Desp_Conductivity
1 Order_lll_Soi_Survey =

1957 Yield_Wolume

11997 ield_Mass Cancel

11997 _ield_Maisture =

1936 Fal P

1535 Fol K
(1395 _Fall_z0M
11996 Fal_pH
1 1936_Fal NON

] 1336 Fal Zn

1 1336_Fall NHAN =l

Select All | DeSelect 4l |

From the Main
Menu select File & Export & Data to access the
wizard for exchanging data. Press the DeSelect All
button then click on the boxes next to the

1997 Yiedd_Volume, 1997 Fall_P and

1997 Fall_K map layers. Press OK to begin the
export.

Export Map Set 2]
Savein | 7 MapCals Dela =]« ® et E-

) Scripts
Island DBF
Smalvile DBF

File name:  [Agdats Save |
Sarve as type: [ DBase ["dbi] = cencel |
DBase . = .
= | specify “csv”

asthe type and Save thefile. This procedure stores
thefile in the default data folder.

Open (2]x]
Lookin: sl e E @ X £ E - Teos e
=)
& ST
My
B EENE
Files of type: [Text Files (*.prn; *.txt; *.csv) Cancel | Am EXCQI by

clicking on Start & Programs & Microsoft Excel
a File & Open & browse to the .. \MapCalc Data\
folder & specify Text Files (*.prn, *.txt, *.csv) as
thefile type & click on the AgData.csv file & and
press the Open button.

The exported file containing the specified map layers
will be opened in Excel.

Ed Microsoft Excel - Agdata L5V I [=] 3

B Fie Edt View Inset Fomet JIoos Data Window Help
DEES8 & E@-F o &4 k2
Al - A& 1997_Yield_Valume

A B €C | 0 | E | F [ & ]
[1557_Yield 1956 _F all_1996_Fall_Lat Lon Col Row
795 15108 284513 3232797 142033

64162 134107 270396 3232797 142032
777576 121243 257705 3232797 142032
944184 114252 251825 3232797 142032
124531 113609 251573 3232797 -142032
129153 114498 250953 3232797 -142032
138332 114074 248643 3232797 -142032
1400056 113075 245995 3232797 -142031
113672 112426 244266 3232797 -142031
562269 104822 231898 3232797 142031
06716 105442 232068 3232797 -142031

10223 226276 3232797 -142031
100686 219564 3232797 -142.031
a

I~
]




There are several other standard export formats
supporting databases (.DBF), Maplinfo (.TAB),
ArcView (.SHP and GridASCII), and Surfer
(.GRD).

See Appendix B, Exchanging Data with
MapCalc for information on additional
procedures for exchanging data (import and
export).

Y ou can exit the program by selecting File &
Exit or by clicking on the “X” in the upper-right
corner of the MapCalc program window. If you
want to save your work, specify a new file name,
such as AgData_Topic5_exercisesrgs. Each
exercise set assumes you will start with the basic
AgData.rgs data set and this database will
become cluttered with exercise maps if you save
your results to it each time.
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