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Topic 7
Spatial Data Mining

7.1 Characterizing Data Groups

How often have you seen@GSpr esent er @l assod a portion ofése map wi't
how similar this area is to the locations over here ancéhére a s t h eidlypmoves abautthe mapp More
often than not, there is a seriessafeby-sidemaps serving as background scenery for the laser show.

But just how similar is one location to another? Really similar or just abittemilar? And just how dissiilar
are all of the other areas? While visceral analysis can identify broad relationships it takes quantitative map analysis
to handle the detailed scrutiny demanded bysgtecificapplications
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Figure 7-1. Map surfaces identifying the spatialtdisution ofhousing density, value and age

Consider the three maps shown in figér#d what areas identify similatatapatterns? If you focus your attention
on a location in the southeastern portion how similar are all of the other locatrisfvabout a northeastern
section? The answers to these questionsfaréoo complex for visual analysis and certainly beyond theqgessy
and display procedures of standard desktop mapping packages.

Themappeddata inthe example show the geographicteats of housing density, value and age for the project area.
In visual analysis you move your focus among the maps to summarize the color assig2bjemtselative surface
(3D) at different locationsIn the soutkasterrportion the gearal pattern ppears to be low housingeBsity, high

Value and loweAged low, high, low. The northasterrportion appears just the oppositaigh, low, high.

The difficulty invisual analysiss two-foldd remembering the color patterns and calculating the difference.
Quantitative map analysis does the same thing except ithesastuamap values in place of colors. In addition,
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the computer doesnd6t tire as easily as you and compl e
window (10,000grid cels in this example) in aeconcbr two.
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Figure 7-2. Concetpually linking geographic spacand data space.

The uppeileft portion of figure7-2 illustrates capturing the data pattefascomparingwo maplocations. The
fidat a s pear 052altumn@Gop idéntifiesahehousing Densityas2.1 units/acValueas$407,000and
Age asl18.3years Thisstep is analogous to your eye noting a color pattegnesn,red,andgreen. The other
spearedocation(56, 84) locates the least similar data pattern vidémsity= 48 units/ag Value= $19,000and
Age= 512 yearsé or as your eye sees it, a colotttean ofred green anded

The right side of figur@-2 schematicallydepicts how the computdeterminesimilarity in the data patterrfer the
two locations byanalyzingthem inthreed i me ns i on al .fiSimilandatagattes psopcsmoone
another with increasing distance indicating less similafTtiye realization that mapped data can be expressed in
both geographic space and data speparamount tavorking knowledge of how a computguantitativéy
analygsinterrelationships anmg maped data

Geographic spaceses coordinates, suablatitude and longitude, to locate things in the real world. The

geographic expression of the complete set of measurements depicts their spatial distribution in familiar map form.
Dataspaceon t he ot her hand, is a bit |l ess familiar. Whi |
it as a box with a bunch of balls floating within it.

In the example, the three axes defining the extent of the box correspomastog DensityD), Value (V) and Age

(A). The floating balls represedtta patterns of the grid cetlefining the geographic spatenei f | oat i ng bal
(data point¥or each grid cell. Thdata valuesocating the balls extend from the data @&&s41, 407.0 and18.3

for thecomparison poinidentified in figure7-2. The other point has considerably higher valud3 &andA with a
muchlower V values(4.83 51.2 andl90.0respectively) so it plots at a different location in data space.

The bottom line for data spa@nalysis is that the position of a point identifies its numerical pattem, low, low

in the backeft corner,andhigh, high, high in the uppeight corner of the box. Points that plot in data space close

to each other are similar; those that pottier away are less similabat a di st ance is the way
what you see in the 3D plot of the values. The real difference in the graphical and quantitative approaches is in the
detaildt he t i r el e s sextremelypubtle differerisdhatvweeandll points and can generate a detailed

map of similarity in less than a second.
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7.2 Calculating Map Similarity

In the example, the floating ball closest to you is least similar (gréagsistancé) from the comparison point.
Thisdistane becomes the reference for fAmost differento and
similar). A point with an identical data pattern plots at exactly the same position in data space resulting in a data
distance of Gquatingto the highessimilarity value (100% similar).

Least Similar point=4.83, 190, 51.2
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Figure7-3. A similarity map ideni#éshow related locations are to @wgn point.

The similarity map shown in figuré-3 applies the similarity scale to the data distances calculated between the
comparison point and all of the other points in data space. The green tones indicate lbagiingyiairly similar

D, V andA levels to the comparison locatimwith the darkest green identifying locations with identidaV and

A levels(100% similar) It is interesting to note that most of the very similar locations are soththerrportion of
theproject area Thelight-green tored tones indicate increasigglissimilar areag thenorth

A similarity map can ban extremelyaluable tool for investigating spatial patterns in any complex set of mapped
data. The similaritycalculationscan handle any number of input pgayethumans are unable &venconceptualize
more than thregariables (data space boxAlso, the differentnap layes can be weighted to reflect relative
importance in determining overall similarityzor example, housing Value could be specified@&mes more
important in assessing similarity. The result would be a different map than the one shown in8gurew

different depends on the data patterns themselves.

In effect, a similarity map replaces a lot of lapeinter waving and subjectvsuggestions of similar/dissimilar

areas with a concrete, quantitative measurement at each map location. The technique moves map analysis well
beyondtheoldi é | 6 d nevergi fh alv eh asdenebnimoida eMisiiaemagnterprietatiérto aconsstent

and quantifiable

7.3 ldentifying Data Zones

The last section introduced the concepbDeafta Distanceas a means to measure similarity within a map. One
simply mouseclicks a location and all of the other locations are assigned a similarityfvaio® (zero percent
similar) to 100 (identical) based on a set of specified lapgrs The statistic replaces difficult visual interpretation
of map displays with an exact quantitative measure at each location.

An extension to the technique allows ytoicircle an area then compute similarity based on the typical data pattern
within the delineated area. In this instance, the computer calculates the average value within the area for each map
layer to establish the comparison data pattern, and themileds the normalized data distance for each map

location. The result is a map showing how similar things are to the area of interest.
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Figure 7-4. Identifying areas of unusually high measurements.

The link betweerGeographic SpacandData Spaces the key As shown in figur&-4, spatial data can be viewed

as a map or a hi st ogwlemiswhaWh i d eh ias tnmagrhesnbfesiMs mmuesr ifiz e s
measurements occur (regardless where tioeyrd. The togeft portion of the figure shows a 2D/3D map display of
the relativehousing densityvithin the project areaNote theareasof high housing Densityalong thenorthernedge
coincide with low home Values.

The histogram to the right of tieapdisplay depicta different perspective of the data. Rather than positioning the
measurements in geographic space it summarizes their relative frequency of occurrence in data spaaris dhe X
the graph corresponds to theaXis of the ma relative level of housing Densityln this case, the spikes in the
graph indicate measurements that occur more frequently. Note the high occurmecsityf’aluesaround2.6 and

4.7 units per acre
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Figure7-5 Ildentifying joint coincidence in both data and geographic space.

Figure7-5 schematicallyillustrates combining theousing DensityandValuedata to locate areas that have high
measurements in both. The graphic on the left is termed a sulattdratgraphically summarizes the joint

occurrence of both sets of mapped data. Each ball in the scatter plot schematically represents a location in the field.
Its position in the plot identifies tHeusing DensityandValue measurement®r one of he mapocatiorsd 10,00
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in all for theactual exampleataset The ballsschematically showim the shaded area of the diagram identify
locations that have high andlow V.

The aligned mapsn the right side of the figurghow the geographic solutioarfthe high D, low Vareas. A simple
mapematicalway to generate the solution is to assign 1 to all locatiotwao¥alues in theD andhigh values in the

V map layers (bght green). Zero is assigned to locations faato meet the conditionsWhen the two binary

maps (0/1) are multiplied, a zero on either map computes to zero. Locatiomg#tdhe conditionsn both maps
equatetwne( 1 *1 = 1) . -1l iedcd@®cttechhmigudl mapd jutmssigndlaot a p at
the daa interval of interest for each map varialniéhe map stagkhen multiply
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Figure 7-6. Levelslice classification using three map variables.

Figure7-6 depicts level slicing for areas thatarnusuallyfow housingDensity, high Value and low Ageln this
instance the data pattern coincidence is a boxdim&nsional scatter plot spageperright corner) However a
slightly differentmap-ematicaltrick was employed to get thetailedmapsolution shown in the figure.

On the individual maps, areahigh Densitywere set td= 1, low Value to V=2 and high Age to As4hen the
binarymaplayerswere added together. The result is a range of coincidence values from zero (0+0+0= Gpgray=
coincidencgto seven (1+2+4= fombinationnot presenin the example The map values in between identify the

areas meeting other combinations of the conditidras example, thgreenareascontainthe value 3ndicating

highD and low V but not igh A (1+2+0= 3)which represents 13 percent of the project area (1327/10000=

13.27%) If four or more maps are combined, the areas of interest are assigned increasing binary progression values
( €8, 1609 the3sBm willatway3 uniquely identify thall possiblecombinationf the conditions specified

Whilelevels | i ci ng i sndt a very sophisticated classifier,
geographic spaceYet this fundamental concept forms the basis for mostgatisical analysi§ including map
clusteringdiscussed in thaext section.

7.4 Mapping Data Clusters

The last couple dfectionshave focused on analyzing data similarities within a stack of maps. The first technique,
termedMap Similarity generates a maghowing how similar all other areas are to a selected location. A user
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simply clicks on an area and all other map locations are assigned a value from 0 (0% sisdéferent as you
can get) to 100 (100% simi&rexactly the same data pattern).

The othe techniquelevel Slicing enables a user to specify a data range of interest for eadayeain the stack
then generate a map identifying the locations meeting the criteria. Level Slice output identifies combinations of the
criteria med from only onecriterion (and which one it is), to those locations where all of the criteria are met.

While both of these techniques are useful in examining spatial relationships, they require the user to specify data
anal ysis paramet er s. whicBlocations hmeaptojedtiwhrrant Map Sichitarityinvestigationw

or whatLevel Slice intervals to u8e Can the computer on its own identify groups of similar data? How would such
a classification work? How well would it work?

Three Clusters

Clustering identifies locations that are...
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2) as similar as possible within a group
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Figure 7-7. Examples afnap clustering.

Figure7-7 shows some examples derived frdfap Clustering The 0flayesman thelgftGhowmthe
input map stack used for the cluster analysis. The maps asartieeones used previousexamplesandidentify
the geographic and numeric distributiorisiousing DensityhomeValueandhouseAgelevels throughouthe
project area

The map in the center of the figure shows the results of classifying, MendA map stack into two clusters. The
data pattern for each cell location is used to pantitie field into two groups that at¢ as different as possible
between groupand?) as similar as possible withengroup If all went well, any other division of theapped data
into two groups wouldbe worseat mathematicallypalancing the two crité.

The two smaller mapsnthe right show the division of the data set into three and four clusters. In all three of the
cluster mapgred is assigned to the cluster with relativieigh Density, low Value and high Aggess wealthy)

responses andegn to the one witthe most opposite conditiofaealthy areas) Note the encroachment on these
marginal groups by the added clusters that are formed by data patternslassHicationboundaries.The

procedure is effectively dividing the project@ a i nt o finei ghborhoodsd based on
throughout thenap area Whereas traditional neighborhoagsuallyare established by historical legacy, cluster
partitions respond to mapped data and can be useful in establishing insuragsates areaand marketing

clusters
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The mechanics of generating cluster maps are quite sirdptspecify the input maps and the number of clusters
you want then miraculously a map appears with discrete data groupings. So how is this miracheg@erfd/hat
happens inside clusterods black box?

The schematic in figuré-8 depicts the process. The floating balls identify the data patterns for each map location
(geographic space) plotted against the P, K and N axes (data space). For eixgmpbbhall in theupperright

corner depicts a map locatiomthe less wealthy part of town (high D, low V and high Ahe largegreenball
appearing closest to you depicts a locatiothe wealthier part (low D, high V and low AJt seems sensible that
these two extreme responses would belong to different data groggiumgters 1 and 2 respectively)
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Figure 7-8. Data patterns for map locations are depicted as floating balls in data space.

While thespecific algorithm used in clusterigybeyond the scope of this discussibisuffices to note thadata
distancesdeween the floating balls are used to identify cluster membe¥shipups of balls that are relatively far
from other groups and relatively close to each other form separate data clusters. In this example, the red balls
identify relativelyless wealthy lodionswhile green oneglentify wealthier sectionsThe geographic pattern of the
classification(wealthier in the southy shown in thD mapin the lower rightportionof the figure.

Identifying groups of neighboring data points to form clustersbeatnicky business. Ideally, the clusters will form
distinct Acloudsod in data space. But that rarely harg
that slice a boundary between nearly identical responses. Also, extended techaniduesiged to impose weighted
boundaries based on data trends or expert knowledge. Treatment of categorical data and leveraging spatial
autocorrelation aradditionalconsiderations.

So how do know if the clustering results are acceptable? Most statigin s wouléed onespomd, t @l |
sure. o While there are some el aborate procedures f oc
frequently used benchmarks use standard statistical ingioels as Tand Fstatistics used in coparing sample

populations

Figure7-9 shows the performance table and {amdwhisker plots for the map containing twlataclusters. The

average, standard deviation, minimum and maximum values within each cluster are calculated. Ideally the averages
beween the two clustersould be radically different and the standard deviations #natige difference between

groups and small differences within groups.
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Box-andwhisker plots enable us to visualize these differences. The box is centered on the(positge) and
extends above and below one standard deviation (width) with the whiskers drawn to the minimum and maximum
values to provide a visual sense of the data ratfgie plotsfor the two clusters overlaft suggestshat the

clusters aramotvery distincd significant overlapping membership.

Figure 7-9. Clustring results can be roughly evaluated using basic statistics.

The separation between the bokesll three ofthe data layer®f the examplesuggestgooddistinction between the
two clusters. Given the resuli$ appears that the clustering classifion in the example is acceptable a n d
hopefully statisticians will accept in advance my apologies for smdhteoductoryandvisualtreatment of a
complex topic.

7.5 Exporting Mapped Data

Keep in mind that all of the grid layers in a data set hanesmalysis grid configuratidnidenticalnumber of gee
registered columns and rowshis configuration greatly facilitates export of mapped data to other software systems.

Figure7-10 shows the procedure for exporting a standard comma separated v@@al)efile with each record

containing the selected data for a single grid cell. The user selects the map layers for export and specifies the name
of the output file. The computer accesses the data and constructs a standard text line with commag saphrati

data value. Note that the column, row of the analysis frame and its latitude, longitude sigsibrp® contained in

each record. Inthe example, the export file is brought into Excel for further processing.



